
You received  
an alert. Yay!

Is it business  
hours?

Is data  
confidentiality at risk?



(E.g., You suspect a data breach  
is in progress.)

Is the application 
impacted?



(E.g., application Pods are failing due to 
failed Node which resulted in insufficient 

capacity.

Run Troubleshooting


Make sure you keep logs of all 

commands you typed so far. These will 
be useful for incident reporting, 

operations log and future 
troubleshooting.

Draft an 
incident report

 
Just bullet points, so a full 

report can be drafted when 
both you and the Ops Lead 

are awake.






Go to sleep.

Try a  
bit longer

 

If you haven't solve the 
issue within 1 hours, 

escalate.



Together with the Ops 
Lead, decide if a fully 

incident report should be 
written.



Regularly 
review silenced 

alerts.

The  
Application

 

Inform the application 
team on the silenced  

alert and advice them how 
to move forward.



The 
Platform

 

Report a bug. If the impact 
is high (e.g., alert blindness 

while the bug is fixed), 
argue for non-planned, 

out-of-sprint work.



The 
Infrastructure

 

Get in touch with the 
supplier or watch their 

status page. If you silenced 
an alerts, re-enable it after 

the supplier has reported 
the incident fully resolved.



Escalate to  
Ops Lead

 

An extra pair of eyes  
is useful.

Problem Solved?

What is the source  
of the alert?

Do you feel you can 
handle this by yourself 
without making things 

worse?

No

No

No

Yes

Yes
Yes

Tomorrow when rested :) 

Escalate to  
Ops Lead

 

The Data Protection Officer 
might need to be involved 

immediately.

Yes


